**1)Data Wrangling, I**

**Perform the following operations using Python on any open source dataset (e.g., data.csv) 1. Import all the required Python Libraries.**

**2. Locate an open source data from the web (e.g. https://www.kaggle.com). Provide a clear description of the data and its source (i.e., URL of the web site).**

**3. Load the Dataset into pandas data frame.**

**4. Data Preprocessing: check for missing values in the data using pandas insult(), describe() function to get some initial statistics. Provide variable descriptions. Types of variables etc. Check the dimensions of the data frame.**

**5. Data Formatting and Data Normalization: Summarize the types of variables by checking the data types (i.e., character, numeric, integer, factor, and logical) of the variables in the data set. If variables are not in the correct data type, apply proper type conversions.**

**6. Turn categorical variables into quantitative variables in Python. In addition to the codes and outputs, explain every operation that you do in the above steps and explain everything that you do to import/read/scrape the data set.**

1. import pandas as pd
2. import numpy as np
3. df = pd.read\_csv("Iris.csv") # we stored iris.csv file in df i.e dataframes or variable name
4. df
5. df.isnull()
6. df.isnull().any()
7. df.dtypes # dtypes stands for data types
8. df["Species"].unique()
9. df["Species"]=df["Species"].replace({'Iris-setosa':1,'Iris-versicolor':2,'Iris-virginica':3})
10. df.dtypes

Theory :

1. Introduction to Dataset

A dataset is a collection of records, similar to a relational database table. Records are similar to table rows, but the columns can contain not only strings or numbers, but also nested data structures such as lists, maps, and other records.

a. Pandas : Pandas is an open-source Python package that provides high-performance, easy-to-use data structures and data analysis tools for the labeled data in Python programming language. What can you do with Pandas?

1. Indexing, manipulating, renaming, sorting, merging data frame 2. Update, Add, Delete columns from a data frame 3. Impute missing files, handle missing data or NANs 4. Plot data with histogram or box plot

b.numpy : NumPy is a general-purpose arrayprocessing package. It provides high-performance multidimensional array objects and tools to work with the arrays. NumPy is an efficient container of generic multidimensional data.

1. Basic array operations: add, multiply, slice, flatten, reshape, index arrays 2. Advanced array operations: stack arrays, split into sections, broadcast arrays 3. Work with DateTime or Linear Algebra 4. Basic Slicing and Advanced Indexing in NumPy Python

C . isnull() : is the function that is used to check missing values or null values in pandas python

d. df.dtypes : To check the data type

1. **Data Wrangling II**

**Create an “Academic performance” dataset of students and perform the following operations using Python.**

**1. Scan all variables for missing values and inconsistencies. If there are missing values and/or inconsistencies, use any of the suitable techniques to deal with them.**

**2. Scan all numeric variables for outliers. If there are outliers, use any of the suitable techniques to deal with them.**

**3. Apply data transformations on at least one of the variables. The purpose of this transformation should be one of the following reasons: to change the scale for better understanding of the variable, to convert a non-linear relation into a linear one, or to decrease the skewness and convert the distribution into a normal distribution**

1. import numpy as np
2. import pandas as pd
3. df = pd.read\_csv("Academic\_performace.csv")
4. df
5. df.head()
6. df.tail()
7. df.describe()
8. df.info()
9. df.shape
10. df.isnull().any().any()
11. df.isnull().sum()
12. avg\_val = df["Discussion"].astype("float").mean()

avg\_val

1. df["Discussion"].replace(np.NaN, avg\_val, inplace=True)
2. df.isnull().sum()

Step-II Scan all numeric variables for outliers. If there are outliers, use any of the suitable techniques to deal with them.

1. import seaborn as sns
2. import matplotlib.pyplot as plt
3. from scipy import stats
4. sns.regplot(x='Sno', y='AnnouncementsView', data=df)

plt.show()

1. sns.boxplot(x=df['AnnouncementsView'])

plt.show()

1. z = np.abs(stats.zscore(df['AnnouncementsView']))

print(z)

1. threshold = 3

print(np.where(z > 3))

1. z[419]

Step-III Apply data transformations on at least one of the variables

1. df1 = pd.DataFrame({ 'Income': [15000, 1800, 120000, 10000],
   1. 'Age': [25, 18, 42, 51],
   2. 'Department': ['HR','Legal','Marketing','Management']})
2. df1
3. df1\_scaled = df1.copy()

col\_names = ['Income', 'Age']

features = df1\_scaled[col\_names]

1. features
2. from sklearn.preprocessing import MinMaxScaler

scaler = MinMaxScaler()

df1\_scaled[col\_names] = scaler.fit\_transform(features.values)

1. print(df1\_scaled[col\_names])

theory :

1. What are Outliers?

We all have heard of the idiom ‘odd one out' which means something unusual in comparison to the others in a group.

Similarly, an Outlier is an observation in agivendatasetthatliesfarfromtherest of the observations. That means an outlier is vastly larger or smaller than the remaining values in the set

Z-Score

is also called a standard score. This value/score helps to understand how far is the data point from the mean. And after setting up a threshold value one can utilize z score values of data points to define the outliers. Zscore = (data\_point -mean) / std. deviation

Generalization : It converts low-level data attributes to high-level data attributes using concept hierarchy.

Normalization: Data normalization involves converting all data variables into a given range. Some of the techniques that are used for accomplishing normalization are:

○ Min–max normalization:This transforms the originaldata linearly.

○ Z-score normalization: In z-score normalization (or zero-mean normalization) the values of an attribute (A), are normalized based on the mean of A and its standard deviation.

○ Normalization by decimal scaling: It normalizes the values of an attribute by changing the position of their decimal points

**3) Descriptive Statistics – Measures of Central Tendency and variability Perform the following operations on any open source dataset (e.g., data.csv)**

**1. Provide summary statistics (mean, median, minimum, maximum, standard deviation) for a dataset (age, income etc.) with numeric variables grouped by one of the qualitative (categorical) variable. For example, if your categorical variable is age groups and quantitative variable is income, then provide summary statistics of income grouped by the age groups. Create a list that contains a numeric value for each response to the categorical variable.**

**2. Write a Python program to display some basic statistical details like percentile, mean, standard deviation etc. of the species of ‘Iris-setosa’, ‘Iris-versicolor’ and ‘Iris- versicolor’ of iris.csv dataset.**

1. import numpy as np

import pandas as pd

import statistics as st

1. df = pd.read\_csv("Mall\_Customers.csv")
2. df
3. df.mean() # mean of all columns # 1. Summary statistics
4. df.loc[:,'Age'].mean() # mean of specific column
5. df.mean(axis=1)[0:4] # mean row wise
6. df.median() # median of all columns # median
7. df.loc[:,'Age'].median() # median of specific column
8. df.median(axis=1)[0:4] #median row wise
9. df.mode() # mode of all columns # mode
10. df.loc[:,'Age'].mode() # mode of a specific column.
11. df.min() # minimum of all columns # minimum
12. df.loc[:,'Age'].min(skipna = False) # minimum of Specific column
13. df.max() # Maximum of all columns # Maximum
14. df.loc[:,'Age'].max(skipna = False) # Maximum of Specific column
15. df.std() # Standard Deviation of all columns # Standard Deviation
16. df.loc[:,'Age'].std() # Standard Deviation of specific column
17. df.std(axis=1)[0:4] # Standard Deviation row wise

2. Types of Variables:

A variable is a characteristic that can be measured and that can assume different values. Height, age, income, province or country of birth, grades obtained at school and type of housing are all examples of variables. Variables may be classified into two main categories:

1. Categorical and 2. Numeric.

Each category is then classified in two subcategories: nominal or ordinal for categorical variables, discrete or continuous for numeric variables

3.Summary statistics of income grouped by the age groups

1. df.groupby(['Genre'])['Age'].mean()
2. df\_u=df.rename(columns= {'Annual Income (k$)':'Income'}, inplace= False)
3. df\_u
4. df\_u.groupby(['Genre']).Income.mean()

To create a list that contains a numeric value for each response to the categorical variable

1. from sklearn import preprocessing

enc = preprocessing.OneHotEncoder()

enc\_df = pd.DataFrame(enc.fit\_transform(df[['Genre']]).toarray())

enc\_df

1. df\_encode =df\_u.join(enc\_df)

df\_encode

4.Display basic statistical details on the iris dataset.

1. import pandas as pd

import numpy as np

import matplotlib.pyplot as plt

1. df\_iris = pd.read\_csv("Iris.csv")

df\_iris.head()

1. print('Iris-setosa')

setosa = df\_iris['Species'] == 'Iris-setosa'

print(df\_iris[setosa].describe())

print('\nIris-versicolor')

versicolor = df\_iris['Species'] == 'Iris-versicolor'

print(df\_iris[versicolor].describe())

print('\nIris-virginica')

virginica = df\_iris['Species'] == 'Iris-virginica'

print(df\_iris[virginica].describe())

1. df\_iris.dtypes.value\_counts()

theory ;

What is Statistics?

Statistics is the science of collecting data and analysing them to infer proportions (sample) that are representative of the population. In other words, statistics is interpreting data in order to make predictions for the population.

Branches of Statistics: There are two branches of Statistics.

DESCRIPTIVE STATISTICS : Descriptive Statistics is a statistics or a measure that describes the data.

INFERENTIAL STATISTICS : Using a random sample of data taken from a population to describe and make inferences about the population is called Inferential Statistics.

Mean : Mean is defined as the ratio of the sum of all the observations in the data to the total number of observations

![](data:image/png;base64,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)

Median : Median is the point which divides the entire data into two equal halves.
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mode : Mode is the number which has the maximum frequency in the entire data set, or in other words,mode is the number that appears the maximum number of times. A data can have one or more than one mode.

Consider the following data points. 17, 16, 21, 18, 15, 17, 21, 19, 11, 23

Mode is given by the number that occurs the maximum number of times. Here, 17 and 21 both occur twice. Hence, this is a Bimodal data and the modes are 17 and 21

Absolute Deviation from Mean — The Absolute Deviation from Mean, also called Mean Absolute Deviation (MAD), describes the variation in the data set, in the sense that it tells the average absolute distance of each data point in the set. It is calculated as
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Variance — Variance measures how far are data points spread out from the mean
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Standard Deviation — The square root of Variance is called the Standard Deviation. It is calculated as
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Range — Range is the difference between the Maximum value and the Minimum value in the data set. It is given as

![](data:image/png;base64,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)

1. **Data Analytics I**

**Create a Linear Regression Model using Python/R to predict home prices using Boston Housing Dataset (https://www.kaggle.com/c/boston-housing). The Boston Housing dataset contains information about various houses in Boston through different parameters. There are 506 samples and 14 feature variables in this dataset**

1. import pandas as pd

import numpy as np

import matplotlib.pyplot as plt

import seaborn as sns

%matplotlib inline

1. # Importing DataSet and take a look at Data

Boston = pd.read\_csv("C:\\Users\\Rahul 9422253987\\Desktop\\csv\\Boston.csv")

Boston.head()

1. Boston.info()

Boston.describe()

1. Boston.plot.scatter('RM', 'MEDV', figsize=(6, 6))
2. plt.subplots(figsize=(12,8))

sns.heatmap(Boston.corr(), cmap = 'RdGy', annot = True, fmt = '.1f')

1. X = Boston[['CRIM', 'ZN', 'INDUS', 'CHAS', 'NOX', 'RM', 'AGE', 'DIS','RAD','TAX','PTRAT']]

Y = Boston['MEDV']

1. from sklearn.model\_selection import train\_test\_split

from sklearn.linear\_model import LinearRegression

1. # Split DataSet

X\_train, X\_test, Y\_train, Y\_test = train\_test\_split(X, Y, test\_size=0.3,random\_state=0)

1. print(f'Train Dataset Size - X: {X\_train.shape}, Y: {Y\_train.shape}')

print(f'Test Dataset Size - X: {X\_test.shape}, Y: {Y\_test.shape}')

1. # Model Building

lm = LinearRegression()

lm.fit(X\_train,Y\_train)

predictions = lm.predict(X\_test)

1. # Model Visualization

plt.figure(figsize=(6, 6))

plt.scatter(Y\_test, predictions)

plt.xlabel('Y Test')

plt.ylabel('Predicted Y')

plt.title('Test vs Prediction')

1. plt.figure(figsize=(6, 6))

sns.regplot(x = X\_test['RM'], y = predictions, scatter\_kws={'s':5})

plt.scatter(X\_test['RM'], Y\_test, marker = '+')

plt.xlabel('Average number of rooms per dwelling')

plt.ylabel('Median value of owner-occupied homes')

plt.title('Regression Line Tracing')

1. from sklearn import metrics

print('Mean Absolute Error:', metrics.mean\_absolute\_error(Y\_test, predictions))

print('Mean Square Error:', metrics.mean\_squared\_error(Y\_test, predictions))

print('Root Mean Square Error:', np.sqrt(metrics.mean\_squared\_error(Y\_test, predictions))

1. # Model Coefficients

coefficients = pd.DataFrame(lm.coef\_.round(2), X.columns)

coefficients.columns = ['coefficients']

coefficients

theory :

Linear Regression:

It is a machine learning algorithm based on supervised learning. It targets prediction values on the basis of independent variables.

● It is preferred to find out the relationship between forecasting and variables.

● A linear relationship between a dependent variable (X) is continuous; while independent variable(Y) relationship may be continuous or discrete. A linear relationship should be available in between predictor and target variable so known as Linear Regression.

● Linear regression is popular because the cost function is Mean Squared Error (MSE) which is equal to the average squared difference between an observation’s actual and predicted values.

● It is shown as an equation of line like : Y = m\*X + b + e Where : b is intercepted, m is slope of the line and e is error term. This equation can be used to predict the value of target variable Y based on given predictor variable(s) X,

**5) Data Analytics II**

**1. Implement logistic regression using Python/R to perform classification**

**on Social\_Network\_Ads.csv dataset.**

**2. Compute Confusion matrix to find TP, FP, TN, FN, Accuracy, Error rate, Precision, Recall on the given dataset.**

1. import numpy as np

import matplotlib.pyplot as plt

import pandas as pd

import seaborn as sns

df = pd.read\_csv('C:\\Users\\Rahul 9422253987\\Desktop\\csv\\Social\_Network\_Ads.csv')

df.head()

1. df.info()
2. df.describe()
3. X = df[['Age', 'EstimatedSalary']]

Y = df['Purchased']

1. from sklearn.model\_selection import train\_test\_split

from sklearn.preprocessing import StandardScaler

X\_train, X\_test, Y\_train, Y\_test = train\_test\_split(X, Y, test\_size = 0.25, random\_state=0)

sc\_X = StandardScaler()

X\_train = sc\_X.fit\_transform(X\_train)

X\_test = sc\_X.transform(X\_test)

print(f'Train Dataset Size - X: {X\_train.shape}, Y: {Y\_train.shape}')

print(f'Test Dataset Size - X: {X\_test.shape}, Y: {Y\_test.shape}')

1. from sklearn.linear\_model import LogisticRegression

lm = LogisticRegression(random\_state = 0, solver='lbfgs' )

lm.fit(X\_train, Y\_train)

predictions = lm.predict(X\_test)

plt.figure(figsize=(6, 6))

sns.regplot(x = X\_test[:, 1], y = predictions, scatter\_kws={'s':5})

plt.scatter(X\_test[:, 1], Y\_test, marker = '+')

plt.xlabel("User's Estimated Salary")

plt.ylabel('Ads Purchased')

plt.title('Regression Line Tracing')

1. from sklearn.metrics import confusion\_matrix

from sklearn.metrics import classification\_report

cm = confusion\_matrix(Y\_test, predictions)

print(f'''Confusion matrix :\n

| Positive Prediction\t| Negative Prediction

---------------+------------------------+---------------------

Positive Class | True Positive (TP) {cm[0, 0]}\t| False Negative (FN) {cm[0, 1]}

---------------+------------------------+---------------------

Negative Class | False Positive (FP) {cm[1, 0]}\t| True Negative (TN) {cm[1, 1]}\n''')

cr = classification\_report(Y\_test, predictions)

print('Classification report : \n', cr) #confusion matrix

1. # Visualizing the Training set results

from matplotlib.colors import ListedColormap

X\_set, y\_set = X\_train, Y\_train

X1, X2 = np.meshgrid(np.arange(start = X\_set[:, 0].min() - 1, stop = X\_set[:, 0].max() + 1, step = 0.01),

np.arange(start = X\_set[:, 1].min() - 1, stop = X\_set[:, 1].max() + 1, step = 0.01))

plt.figure(figsize=(9, 7.5))

plt.contourf(X1, X2, lm.predict(np.array([X1.ravel(), X2.ravel()]).T).reshape(X1.shape),

alpha = 0.6, cmap = ListedColormap(('red', 'green')))

plt.xlim(X1.min(), X1.max())

plt.ylim(X2.min(), X2.max())

for i, j in enumerate(np.unique(y\_set)):

plt.scatter(X\_set[y\_set == j, 0], X\_set[y\_set == j, 1],

color = ListedColormap(('red', 'green'))(i), label = j)

plt.title('Logistic Regression (Training set)')

plt.xlabel('Age')

plt.ylabel('Estimated Salary')

plt.legend()

plt.show()

1. # Visualizing the Test set results

from matplotlib.colors import ListedColormap

X\_set, y\_set = X\_test, Y\_test

X1, X2 = np.meshgrid(np.arange(start = X\_set[:, 0].min() - 1, stop = X\_set[:, 0].max() + 1, step = 0.01),

np.arange(start = X\_set[:, 1].min() - 1, stop = X\_set[:, 1].max() + 1, step = 0.01))

plt.figure(figsize=(9, 7.5))

plt.contourf(X1, X2, lm.predict(np.array([X1.ravel(), X2.ravel()]).T).reshape(X1.shape),

alpha = 0.6, cmap = ListedColormap(('red', 'green')))

plt.xlim(X1.min(), X1.max())

plt.ylim(X2.min(),X2.max())

for i, j in enumerate(np.unique(y\_set)):

plt.scatter(X\_set[y\_set == j, 0], X\_set[y\_set == j, 1],

c = ListedColormap(('red', 'green'))(i), label = j)

plt.title('Logistic Regression (Test set)')

plt.xlabel('Age')

plt.ylabel('Estimated Salary')

plt.legend()

plt.show()

theory :

Logistic Regression : can be used for various classification problems such as spam detection. Diabetes prediction, if a given customer will purchase a particular product or will they churn another competitor, whether the user will click on a given advertisement link or not, and many more examples are in the bucket.

Differentiate between Linear and Logistic Regression

Linear regression gives you a continuous output, but logistic regression provides a constant output.

Sigmoid Function : The sigmoid function, also called logistic function, gives an ‘S’ shaped curve that can take any real-valued number and map it into a value between 0 and 1

Confusion Matrix Evaluation Metrics

Contingency table or Confusion matrix is often used to measure the performance of classifiers. A confusion matrix contains information about actual and predicted classifications done by a classification system. Performance of such systems is commonly evaluated using the data in the matrix.

Some Important measures derived from confusion matrix are:

● Number of positive (Pos) : Total number instances which are labelled as positive in a given dataset. ● Number of negative (Neg) : Total number instances which are labelled as negative in a given dataset.

● Number of True Positive (TP) : Number of instances which are actually labelled as positive and the predicted class by classifier is also positive.

● Number of True Negative (TN) : Number of instances which are actually labelled as negative and the predicted class by classifier is also negative.

● Number of False Positive (FP) : Number of instances which are actually labelled as negative and the predicted class by classifier is positive.

● Number of False Negative (FN): Number of instances which are actually labelled as positive and the class predicted by the classifier is negative.

**6) Data Analytics III**

**1. Implement Simple Naïve Bayes classification algorithm using Python/R on iris.csv dataset.**

**2. Compute Confusion matrix to find TP, FP, TN, FN, Accuracy, Error rate, Precision, Recall on the given dataset**.

1. import numpy as np

import matplotlib.pyplot as plt

import pandas as pd

import seaborn as sns

df = pd.read\_csv(‘iris.csv')

df.head()

1. df.info()
2. X = df.iloc[:, :4].values

Y = df['Species'].values

1. from sklearn.model\_selection import train\_test\_split

from sklearn.preprocessing import StandardScaler

X\_train, X\_test, Y\_train, Y\_test = train\_test\_split(X, Y, test\_size = 0.2, random\_state=0)

sc\_X = StandardScaler()

X\_train = sc\_X.fit\_transform(X\_train)

X\_test = sc\_X.transform(X\_test)

print(f'Train Dataset Size - X: {X\_train.shape}, Y: {Y\_train.shape}')

print(f'Test Dataset Size - X: {X\_test.shape}, Y: {Y\_test.shape}')

1. from sklearn.naive\_bayes import GaussianNB

classifier = GaussianNB()

classifier.fit(X\_train, Y\_train)

predictions = classifier.predict(X\_test)

mapper = {'Iris-setosa': 0, 'Iris-versicolor': 1, 'Iris-virginica': 2}

predictions\_ = [mapper[i] for i in predictions]

fig, axs = plt.subplots(2, 2, figsize = (12, 10), constrained\_layout = True)

fig.suptitle('Regression Line Tracing')

for i in range(4):

x, y = i // 2, i % 2

sns.regplot(x = X\_test[:, i], y = predictions\_, ax=axs[x, y])

axs[x, y].scatter(X\_test[:, i][::-1], Y\_test[::-1], marker = '+', color="white")

axs[x, y].set\_xlabel(df.columns[i + 1][:-2])

1. from sklearn.metrics import confusion\_matrix

from sklearn.metrics import classification\_report

cm = confusion\_matrix(Y\_test, predictions)

print(f'''Confusion matrix :\n

| Positive Prediction\t| Negative Prediction

---------------+------------------------+---------------------

Positive Class | True Positive (TP) {cm[0, 0]}\t| False Negative (FN) {cm[0, 1]}

---------------+------------------------+---------------------

Negative Class | False Positive (FP) {cm[1, 0]}\t| True Negative (TN) {cm[1, 1]}\n''')

cm = classification\_report(Y\_test, predictions)

print('Classification report : \n', cm)

theory :

1. Concepts used in Naïve Bayes classifier

● Naïve Bayes Classifier can be used for Classification of categorical data. ○ Let there be a ‘j’ number of classes. C={1,2,….j} ○ Let, input observation is specified by ‘P’ features. Therefore input observation x is given , x = {F1,F2,…..Fp} ○

The Naïve Bayes classifier depends on Bayes' rule from probability theory. ●

1. Prior probabilities: Probabilities which are calculated for some event based on no other information are called Prior probabilities
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**7) Text Analytics**

**1. Extract Sample document and apply following document preprocessing methods: Tokenization, POS Tagging, stop words removal, Stemming and Lemmatization.**

**2. Create representation of document by calculating Term Frequency and Inverse Document Frequency**.

1. #Download the required packages

import nltk

nltk.download('punkt')

nltk.download('stopwords')

nltk.download('wordnet')

nltk.download('averaged\_perceptron\_tagger')

1. #Initialize the text

#Sentence Tokenization

text= "Tokenization is the first step in text analytics. The process of breaking down a text paragraph into smaller chunks such as words or sentences is called Tokenization."

from nltk.tokenize import sent\_tokenize

tokenized\_text= sent\_tokenize(text)

print(tokenized\_text)

1. #Word Tokenization

from nltk.tokenize import word\_tokenize

tokenized\_word=word\_tokenize(text)

print(tokenized\_word)

1. # print stop words of English

from nltk.corpus import stopwords

stop\_words=set(stopwords.words("english"))

print(stop\_words)

1. #Removing Punctuations and Stop Word

text= "How to remove stop words with NLTK library in Python?"

word\_tokens= word\_tokenize(text.lower())

filtered\_sentence = []

for w in word\_tokens:

if w not in stop\_words:

filtered\_sentence.append(w)

print("Tokenized Sentence:",word\_tokens)

print("Filterd Sentence:",filtered\_sentence)

1. #Perform Stemming

from nltk.stem import PorterStemmer

e\_words= ["wait", "waiting", "waited", "waits"]

ps =PorterStemmer()

for w in e\_words:

rootWord=ps.stem(w)

print(rootWord

1. #Perform Lemmatization

from nltk.stem import WordNetLemmatizer

wordnet\_lemmatizer = WordNetLemmatizer()

text = "studies studying cries cry"

tokenization = nltk.word\_tokenize(text)

for w in tokenization:

print("Lemma for {} is {}".format(w, wordnet\_lemmatizer.lemmatize(w)))

1. #Apply POS Tagging to text

from nltk.tokenize import word\_tokenize

data="The pink sweater fit her perfectly"

words=word\_tokenize(data)

for word in words:

print(nltk.pos\_tag([word]))

theory :

6. Text Analysis Operations using natural language toolkit

7. NLTK(natural language toolkit) is a leading platform for building Python programs to work with human language data

Tokenization:

Tokenization is the first step in text analytics. The process of breaking down a text paragraph into smaller chunks such as words or sentences is called Tokenization. Token is a single entity that is the building blocks for a sentence or paragraph.

● Sentence tokenization : split a paragraph into list of sentences using sent\_tokenize() method

Stop words removal

Stopwords considered as noise in the text. Text may contain stop words such as is, am, are, this, a, an, the, etc. In NLTK for removing stopwords, you need to create a list of stopwords and filter out your list of tokens from these words

Stemming is a normalization technique where lists of tokenized words are converted into shortened root words to remove redundancy

Lemmatization in NLTK is the algorithmic process of finding the lemma of a word depending on its meaning and context

Lemmatization Vs Stemming

stemming algorithm works by cutting the suffix from the word. In a broader sense cuts either the beginning or end of the word.

On the contrary, Lemmatization is a more powerful operation, and it takes into consideration morphological analysis of the words

POS (Parts of Speech) tell us about grammatical information of words of the sentence by assigning specific token (Determiner, noun, adjective , adverb , verb,Personal Pronoun etc.) as tag (DT,NN ,JJ,RB,VB,PRP etc) to each words

Term frequency–inverse document frequency(TFIDF) , is a numerical statistic that is intended to reflect how important a word is to a document in a collection or corpus

**8) Data Visualization I**

**1. Use the inbuilt dataset 'titanic'. The dataset contains 891 rows and contains information about the passengers who boarded the unfortunate Titanic ship. Use the Seaborn library to see if we can find any patterns in the data.**

**2. Write a code to check how the price of the ticket (column name: 'fare') for each passenger is distributed by plotting a histogram**

1. import pandas as pd

import numpy as np

import matplotlib.pyplot as plt

import seaborn as sns

import warnings

warnings.filterwarnings('ignore')

1. data = pd.read\_csv('titanic\_data.csv')

data.head()

1. data.shape
2. data.describe()
3. data.describe(include = 'object')
4. data.isnull().sum()
5. data['Age'] = data['Age'].fillna(np.mean(data['Age']))
6. data['Cabin'] = data['Cabin'].fillna(data['Cabin'].mode()[0])
7. data['Embarked'] = data['Embarked'].fillna(data['Embarked'].mode()[0])
8. data.isnull().sum()
9. sns.countplot(x='Survived',data=data)
10. sns.countplot(x='Pclass',data=data)
11. sns.countplot(x='Embarked',data=data)
12. sns.countplot(x='Sex',data=data)
13. sns.boxplot(data['Age'])
14. sns.boxplot(data['Fare'])
15. sns.boxplot(data['Pclass'])
16. sns.boxplot(data['SibSp'])
17. sns.catplot(x= 'Pclass', y = 'Age', data=data, kind = 'box')
18. sns.catplot(x= 'Pclass', y = 'Fare', data=data, kind = 'strip')
19. sns.catplot(x= 'Sex', y = 'Fare', data=data, kind = 'strip')
20. sns.catplot(x= 'Sex', y = 'Age', data=data, kind = 'strip')
21. sns.pairplot(data)
22. sns.scatterplot(x = 'Survived', y = 'Fare', data = data)
23. sns.scatterplot(x = 'Survived', y = 'Fare', data = data)
24. sns.distplot(data['Age'])
25. sns.distplot(data['Fare'])
26. sns.jointplot(x = "Survived", y = "Fare", kind = "scatter", data = data)
27. tc = data.corr()

sns.heatmap(tc, cmap="YlGnBu")

plt.title('Correlation')

1. sns.catplot(x='Pclass', y='Fare', data=data, kind='bar')
2. import matplotlib.pyplot as plt
3. plt.hist(data['Fare'])

theory :

Data Visualisation plays a very important role in Data mining. Various data scientists spent their time exploring data through visualisation. To accelerate this process we need to have a welldocumentation of all the plots

Countplot

The countplot is used to represent the occurrence(counts) of the observation present in the categorical variable.

Boxplot

A boxplot is a standardized way of displaying the distribution of data based on a five number summary (“minimum”, first quartile [Q1], median, third quartile [Q3] and “maximum”). It can tell you about your outliers and what their values are.

catplot

The Seaborn catplot() function provides a figure-level interface for creating categorical plots. This means that the function allows you to map to a figure, rather than an axes object.

pairplot

To plot multiple pairwise bivariate distributions in a dataset, you can use the .pairplot() function. The diagonal plots are the univariate plots, and this displays the relationship for the (n, 2) combination of variables in a DataFrame as a matrix of plots.

Scatterplot

Scatter plots are the graphs that present the relationship between two variables in a data-set. It represents data points on a twodimensional plane or on a Cartesian system

distplot

These plots help us to visualise the distribution of data. We can use these plots to understand the mean, median, range, variance, deviation, etc of the data.

jointplot

The joint plot is a way of understanding the relationship between two variables and the distribution of individuals of each variable.

corr()

Pandas dataframe.corr() is used to find the pairwise correlation of all columns in the Pandas Dataframe in Python.

**9) Data Visualization II**

**1. Use the inbuilt dataset 'titanic' as used in the above problem. Plot a box plot for distribution of age with respect to each gender along with the information about whether they survived or not. (Column names : 'sex' and 'age')**

**2. Write observations on the inference from the above statistics.**

1. import seaborn as sns

dataset = sns.load\_dataset('titanic')

dataset.head()

1. sns.boxplot(x='sex' ,y='age' ,data=dataset)
2. sns.boxplot(x='sex' ,y='age' ,data=dataset ,hue='survived')

theory :

An introduction to seaborn

Seaborn is a library for making statistical graphics in Python. It builds on top of matplotlib and integrates closely with pandas data structures.

Seaborn helps you explore and understand your data. Its plotting functions operate on dataframes and arrays containing whole datasets and internally perform the necessary semantic mapping and statistical aggregation to produce informative plots. Its dataset-oriented, declarative API lets you focus on what the different elements of your plots mean, rather than on the details of how to draw them

# Import seaborn

import seaborn as sns Seaborn is the only library we need to import for this simple example. By convention, it is imported with the shorthand sns.

# Load an example

dataset tips = sns.load\_dataset("tips")

Most code in the docs will use the load\_dataset() function to get quick access to an example dataset. There’s nothing special about these datasets: they are just pandas dataframes, and we could have loaded them with pandas.read\_csv() or built them by hand. Most of the examples in the documentation will specify data using pandas dataframes, but seaborn is very flexible about the data structures that it accepts.

**10) Data Visualization III**

**Download the Iris flower dataset or any other dataset into a DataFrame. (e.g., https://archive.ics.uci.edu/ml/datasets/Iris ). Scan the dataset and give the inference as:**

**1. List down the features and their types (e.g., numeric, nominal) available in the dataset.**

**2. Create a histogram for each feature in the dataset to illustrate the feature distributions. 3.**

**Create a box plot for each feature in the dataset**

**. 4. Compare distributions and identify outliers.**

1. import numpy as np

import matplotlib.pyplot as plt

import pandas as pd

import seaborn as sns

import warnings

warnings.filterwarnings('ignore')

df = pd.read\_csv(‘iris.csv')

df.head()

1. df.isnull().sum()
2. df['PetalLengthCm']=df['PetalLengthCm'].fillna(np.mean(df['PetalLengthCm']))
3. df.isnull().sum()
4. df.info() #1. List down the features and their types (e.g., numeric, nominal) available in the dataset #Hence the dataset contains 4 numerical columns and 1 object column
5. np.unique(df["Species"])
6. df.describe()
7. fig, axes = plt.subplots(2, 2, figsize=(12, 6), constrained\_layout = True)

for i in range(4):

x, y = i // 2, i % 2

axes[x, y].hist(df[df.columns[i + 1]])

axes[x, y].set\_title(f"Distribution of {df.columns[i + 1][:-2]}") #2. Create a histogram for each feature in the dataset to illustrate the feature distributions

1. data\_to\_plot = [df[x] for x in df.columns[1:-1]]

fig, axes = plt.subplots(1, figsize=(12,8))

bp = axes.boxplot(data\_to\_plot) #3. Create a boxplot for each feature in the dataset.

1. 4. Compare distributions and identify outliers.

If we observe closely for the box 2, interquartile distance is roughly around 0.75 hence the values lying beyond this range of (third quartile + interquartile distance) i.e. roughly around 4.05 will be considered as outliers. Similarly outliers with other boxplots can be found.

Theory :

Input:

Structured Dataset: Iris

Dataset File: iris.csv

Output:

1. Display Dataset Details.

2. Calculate Min, Max, Mean, Variance value and Percentiles of probabilities also Display Specific use quantile.

3. Display the Histogram using Hist Function. 4. Display the Boxplot using Boxplot Function.

Application:

1. The histogram is suitable for visualizing distribution of numerical data over a continuous interval, or a certain time period. The histogram organizes large amounts of data, and produces visualization quickly, using a single dimension.

2. The box plot allows quick graphical examination of one or more data sets. Box plots may seem more primitive than a histogram but they do have some advantages. They take up less space and are therefore particularly useful for comparing distributions between several groups or sets of data. Choice of number and width of bins techniques can heavily influence the appearance of a histogram, and choice of bandwidth can heavily influence the appearance of a kernel density estimate.

3. Data Visualization Application lets you quickly create insightful data visualizations, in minutes.

Data visualization tools allow anyone to organize and present information intuitively. They enables users to share data visualizations with others.